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ABSTRACT 

One of the major inefficiencies in qualitative research is the accuracy and timeliness of 

transcribing audio files into analyzable text. However, researchers may now have the ability to 

leverage artificial intelligence to increase research efficiency through Chat GPT. As a result, this 

study performs feasibility and accuracy testing of Chat GPT versus human transcription to 

compare accuracy and timeliness. Results suggest that by using specific commands, Chat GPT can 

clean interview transcriptions in seconds with a <1% word error rate and near 0% syntactic error 

rate. Implications for research and ethics are addressed. 
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To conduct qualitative research, educational researchers often need to transcribe audio files 

into analyzable text. Before automation, researchers listened to audio files on tape, pausing every 

few seconds, writing or typing the words verbatim, and repeating this process until the audio was 

transcribed. In the current age of automation, many transcription services have emerged, some free 

and some paid, through software vendors who can transcribe and clean audio files more efficiently 

than the researcher (Rev, 2023). These transcription services offer artificial intelligence (AI) audio 

transcription, increasing the efficiency of the transcription, including Microsoft Office’s new AI 

transcription feature built into Microsoft Word in 2020 (Microsoft, 2023).  

However, there are issues related to the reliance on AI-enabled transcription services and 

the accuracy of their audio transcriptions (Kvale, 2017; Wang et al., 2003; Xiong et al., 2018). For 

instance, word error rate (WER) is a measure of machine-transcribed text accuracy, originating in 

the field of natural language processing (NLP). WER measures the word-to-word differences 

between a reference or human transcription and a machine transcription, calculated by adding the 

number of word substitutions, word deletions, and word insertions and dividing that total by the 

number of overall words in a text (Wang et al., 2003; Xiong et al., 2018). User testing has 

consistently found that even advanced computational models for audio transcription are not as 

accurate as humans, as Microsoft’s transcriptions have been found to produce a 16.5%-word error 

rate (WER), while Google Video and Rev transcription services only reduce WERs to 15.8% and 

14.2% respectively (Rev, 2023).  
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Related to word error rate, machines also make syntactic errors while attempting to parse 

audio for transcriptions. Syntactic error rate (SER) is a similar calculation where machine-

transcribed and human-transcribed phrases and sentences are compared to understand the accuracy 

between the two transcriptions. SER is calculated by dividing the overall number of syntactic errors 

in a text by the number of overall sentences in the text, with syntactic errors including misidentified 

phrases and clauses, missing words or extra words inserted into a single phrase, and incorrect 

syntactic placement, such as moving a prepositional phrase to the end of a clause when it appears 

at the beginning of the clause in the human transcription (Bock, 2011; Minkoff & Raney, 2000). 

Prior studies have found that machine transcriptions often commit syntactic errors when speakers 

within a transcription are learning a language or have difficulty speaking, commenting on the 

quality of the audio file necessary for machine transcription and the nature of machine 

transcriptions to fill the gaps in text when human beings may not speak smoothly or fluently (Bock, 

2011; Minkoff & Raney, 2000).  

Typically, it is assumed that if audio is clear enough, human beings make few errors (Kvale, 

2017), while some researchers have viewed audio transcription as an art form, discouraging 

researchers from outsourcing audio transcription and potentially limiting the researcher’s closeness 

and familiarity with the transcribed text (Hennessy et al., 2022). Additionally, prior studies of WER 

and SER have suggested that depending on the speaking ability of the interviewee within the audio 

file, it may be difficult for machine transcriptions to produce accurate text (Bock, 2011; Minkoff 

& Raney, 2000). As a result, in many instances, the use of AI-assisted voice recognition technology 

has resulted in the phenomena of “what is gained in speed is lost in accuracy” (MacLean et al., 

2004, p. 114), with many researchers still preferring human transcriptions for qualitative research 

(Hennessy et al., 2022; Kvale, 2019). 

As transformative as AI-assisted voice recognition may have been for qualitative 

researchers and their work, the advent and public launch of Chat GPT may push the boundaries of 

qualitative research efficiency even further. Hailed as “world-changing” artificial intelligence 

(OpenAI, 2022, para. 10), OpenAI launched Chat GPT in November 2022, immediately 

transforming how human beings do work. Since its launch in November 2022, Chat GPT has 

learned to conduct formerly human-intensive tasks such as writing computer code, composing 

music, writing essays, solving mathematical and chemistry problems, and a plethora of other AI-

assisted activities (Agomuoh & Larsen, 2023). From here, it seems logical to attempt to extend 

Chat GPT’s usage into the qualitative research space, specifically as an AI-assisted method of 

cleaning interview transcriptions. 

As a result, this study performs usability tests of Chat GPT to measure its ability to clean 

interview transcriptions belonging to three different qualitative projects previously conducted by 

the researcher across several measures of text transcription accuracy. Given these aims, this study 

will answer the following questions: 

 

RQ1: Compared to human transcription cleaning, how accurate is Chat GPT across word 

error rate (WER), syntactic error rate (SER), and punctuation error rate when cleaning 

interview transcriptions? 

RQ2: Compared to human transcription cleaning, how fast is Chat GPT when cleaning 

interview transcriptions? 

RQ3: Does altering the Chat GPT command influence the cleaning accuracy or speed of 

Chat GPT when cleaning interview transcriptions? 
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Methodology 

 

This study is the first to evaluate Chat GPT’s ability to clean interview transcriptions in the 

context of educational research. Therefore, this study’s methodology draws from tenets of both 

qualitative research and computational linguistics to conduct a systematic evaluation. Then, 

limitations will be addressed in the Conclusion section of this study. 

 

Research Design 

 

This study employs a quantitative linguistic research design (Johnson, 2008), augmented 

by artificial intelligence in the form of Chat GPT. In quantitative linguistics, researchers seek to 

analyze text and transform that text into numbers, in effect quantifying the qualitative data 

(Johnson, 2008). For example, this study employs a common formula—counting every word in a 

document or word count—to quantify text to measure its length. In education and literacy studies, 

researchers expanded the field of quantitative linguistics to encompass readability formulas, 

transforming text into grade-level measures of the complexity of a text (Crossley et al., 2011). Over 

time, these readability measures have been validated across hundreds of studies in many different 

educational settings (Crossley et al., 2011). For instance, studies in higher education have applied 

a quantitative linguistics research design to explore the readability levels of admissions and 

financial aid information for prospective student audiences (Taylor, 2019a, 2019b). As a result, 

this study also engages with quantitative linguistic research design (Johnson, 2008) to quantify 

interview transcription texts and explore how Chat GPT transforms text through its text-cleaning 

processes. 

 

Gaining IRB Approval and Gathering Data 

 

First, institutional review board (IRB) approval was gained for three different qualitative 

research projects in 2021, 2022, and 2023, which have expiration dates in 2026, 2027, and 2028. 

After gaining IRB approval, a research team member conducted one-hour, semi-structured, one-

on-one interviews with several different types of individuals about topics related to college student 

financial aid, public scholarship, and writing experiences in graduate programs. Interviews were 

conducted by six different researchers, demarcated by R1-R6 in Table 1. Participants across these 

three studies were unique individuals and were either all Ph.D. students or individuals who held 

Ph.D.s and worked full-time in higher education, either as faculty members or administrators.  

 

Audio Transcription and Random Selection 

 

Microsoft’s free, AI-assisted audio transcription service was used to transcribe audio files, 

as the researcher’s home institution required all research files to be stored on the Microsoft 365 

OneDrive cloud storage system. Because both Microsoft Word and OneDrive are housed within 

Microsoft’s 365 cloud system, using Microsoft’s AI-assisted audio transcription service was both 

allowable by my institution and cost-effective. Then, the researcher randomly selected 

approximately 600-word excerpts from the different interviews, as the March 2023 version of Chat 

GPT allowed limited input and output by characters and words. The researcher was intentional that 

no random sample of text included any identifying information, protecting the identity of the 

participants of each study. This process resulted in 15 total texts that could be cleaned by Chat 

GPT. 
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Baseline Unclean Transcription Analysis 

 

To analyze the unclean Microsoft Word transcriptions, the researcher used the Editor 

feature within Word to calculate word count, grade level readability, and words per sentence. It 

was important to gather these baseline measures to understand whether Chat GPT would change 

the word count, grade level readability, or words per sentence of each transcription, each of which 

could alter the cohesion and clarity of the transcription. Then, the researcher manually analyzed 

each transcription for word error rate (WER) and syntactic error rate (SER) by listening to the audio 

recording of the original interview and checking the Chat GPT-cleaned transcript word-by-word. 

WER is defined as the number of incorrectly transcribed words divided by the overall words in a 

transcription (Kvale, 2017; Rev, 2023). SER is defined as the number of complete sentences with 

a syntax error divided by the overall number of sentences in a transcription (Campbell et al., 2014). 

As a result, the researcher listened to the audio file and counted each word and each complete 

sentence. This provided a baseline word count and sentence count for subsequent WER and SER 

analyses. These baseline statistics are located in Table 1. 

 

Table 1 

Linguistic description of unclean educational interview transcriptions (N=15) 
 

Interview Topic Word 

Count 

Readability 

Level* 

Words Per 

Sentence 

Word Error 

Rate 

Syntactic 

Error Rate 

Text 1, R1 Writing 650 4.7 10.6 1.5% 21.7% 

Text 2, R2 Writing 699 4.7 9.8 1.7% 31.8% 

Text 3, R2 Writing 600 3.6 6.7 <1% 32.5% 

Text 4, R2 Writing 590 5.6 14.2 <1% 26.8% 

Text 5, R1 Writing 601 3.5 10.0 1.1% 20.3% 

Text 6, R1 Public Scholarship 561 6.3 10.4 1.6% 17.6% 

Text 7, R3 Public Scholarship 597 5.6 10.8 1.1% 7.2% 

Text 8, R3 Public Scholarship 452 4.8 11.3 <1% 11.4% 

Text 9, R4 Public Scholarship 381 6.1 13.8 2.1% 15.4% 

Text 10, R4 Public Scholarship 586 7.0 15.0 2.7% 15.4% 

Text 11, R5 Financial Aid 369 5.5 14.1 <1% 7.7% 

Text 12, R5 Financial Aid 384 4.9 10.9 <1% 8.5% 

Text 13, R5 Financial Aid 507 5.5 14.4 <1% 11.4% 

Text 14, R6 Financial Aid 610 5.2 13.5 <1% 15.5% 

Text 15, R6 Financial Aid 542 6.3 15 <1% 8.3% 

*Note: Readability levels generated by the Flesch-Kincaid Grade Level Test; calculates a grade-

level score of text by weighing average sentence length and average number of syllables per word. 
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Using Chat GPT to Clean Transcriptions 

 

To clean the Microsoft Word transcriptions using Chat GPT, the researcher entered the 

command “Clean this transcription:” followed by the full text of the unclean transcription. In prior 

pilot studies, the researcher used various commands such as “Correct this transcription:” or “Fix 

errors in this transcription:” but the researcher found that “Clean this transcription:” was best at 

maintaining the same semantic and syntactic features of the spoken sentences of the interviewees, 

rather than synthesizing ideas and replacing semantic or syntactic features of the spoken sentences, 

resulting in inauthentic and inaccurate cleaned transcriptions. However, technology keeps 

advancing, and AI technologies such as Chat GPT will keep improving with human use, training, 

and fine-tuning. Moreover, these technologies do not disclose their algorithms or specifically how 

they use user-inputted text to train their machines and perform large language modeling. Given this 

issue, utilizing Chat GPT is a limitation in itself, as researchers do not have access to Chat GPT’s 

code or algorithms, limiting how researchers can best understand the tool’s capabilities and 

mechanisms. 

 

Results 

 

Chat GPT Cleaned Transcription Analysis 

 

To analyze the Chat GPT-cleaned transcriptions, the researcher again used the Editor 

feature within Word to calculate word count, grade level readability, and words per sentence. Then, 

the researcher manually analyzed each transcription for word error rate (WER) and syntactic error 

rate (SER) by listening to the audio recording of the original interview and checking the Chat GPT-

cleaned transcript word-by-word, repeating the pre-treatment (Chat GPT cleaning). This was 

performed by manually reading each transcript, listening to the audio, and checking the Chat GPT-

cleaned file. These statistics are located in Table 2. 

 

Table 2 

Linguistic description of Chat GPT cleaned educational interview transcriptions (N=15) 
 

Interview Topic Word 

Count 

Readability 

Level* 

Words Per 

Sentence 

Word Error 

Rate 

Syntactic 

Error Rate 

Text 1, R1 Writing 614 7.8 16.1 <1% 5.3% 

Text 2, R2 Writing 593 8.5 16.9 <1% 2.9% 

Text 3, R2 Writing 506 6.6 9.7 0% 0% 

Text 4, R2 Writing 521 7.3 17.3 <1% 3.3% 

Text 5, R1 Writing 593 5.0 13.1 <1% 2.2% 

Text 6, R1 Public Scholarship 542 6.4 10.2 <1% 3.8% 

Text 7, R3 Public Scholarship 557 6.1 9.4 <1% 0% 

Text 8, R3 Public Scholarship 145 7.8 16.1 0% 0% 

Text 9, R4 Public Scholarship 312 7.3 16.8 <1% 5.9% 

Text 10, R4 Public Scholarship 521 8.2 18.6 <1% 3.6% 
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Text 11, R5 Financial Aid 368 5.5 14.1 0% 0% 

Text 12, R5 Financial Aid 380 5.1 10.8 <1% 0% 

Text 13, R5 Financial Aid 499 5.3 13.8 0% 0% 

Text 14, R6 Financial Aid 602 5.2 13.3 <1% 2.2% 

Text 15, R6 Financial Aid 544 6.3 15.1 <1% 0% 

*Note: Readability levels generated by the Flesch-Kincaid Grade Level Test; calculates a grade-

level score of text by weighing average sentence length and average number of syllables per word. 

 

Discussion, Implications, and Conclusion 

 

Ultimately, evidenced by the baseline transcription data in Table 1 and the Chat GPT-

cleaned transcription data in Table 2, this study finds that Chat GPT may present a considerable 

opportunity for qualitative researchers to make their data collection processes much more efficient. 

Moreover, ChatGPT did not make a single punctuation error, suggesting that this technology may 

automatically write grammatically correct sentences with accurate punctuation but may be limited 

in other ways. However, comparing unclean and Chat GPT-cleaned transcriptions, Chat GPT often 

made transcriptions shorter by-word count after cleaning redundant words and sentence fragments, 

but Chat GPT also made transcriptions more difficult to read by grade level by connecting sentence 

fragments, resulting in much longer words per sentence measurements. Additionally, Chat GPT 

was not able to clean transcriptions perfectly--there were still word errors and syntactic errors in 

several transcriptions, signaling that Chat GPT may not be a perfect replacement for human 

listening and transcription. 

Moreover, this study suggests that speaker clarity of both interviewer and interviewee plays 

a role in Chat GPT transcription cleaning quality, as prior research has already demonstrated that 

speaker clarity affects transcription quality (Hennessy et al., 2022; Kvale, 2007; MacLean et al., 

2004). For instance, although from an objective perspective, Researcher 5 (R5) from this study’s 

texts 11 through 15 was a very clear speaker, and their transcriptions were noticeably cleaner than 

other researchers after only Microsoft’s AI-assisted transcription. After the Chat GPT cleaning, 

Researcher 5’s transcriptions were nearly flawless. From here, unclear speakers or speakers who 

often paused and added filler words (ex: ah, hmm, like, um, oh) presented additional challenges 

for Chat GPT’s transcription cleaning ability. Therefore, as has been proven in the past, audio 

quality and speaker clarity are still highly valued elements of recording qualitative data, even if 

artificial intelligence can assist in cleaning audio transcripts. 

However, this study was limited in several ways. First, as of March 2023, Chat GPT could 

not accept an input or create an output of more than 500-600 words or 2,000-2,500 characters. 

Although the researcher could not detect the specific limit of Chat GPT in providing output, I 

needed to make sure that the random selections of unclean transcriptions did not cut off mid-

sentence and included both interviewer questions and interviewee responses. As a result, this 

study’s sample size is relatively small, given the time-intensive nature of manual error checking 

for both unclean and Chat GPT-cleaned transcriptions. Additionally, this study only analyzed data 

from three different studies across three topics, six researchers, and fifteen interviewees. As a 

result, future studies should expand upon this one and further explore how Chat GPT can assist 

qualitative researchers in transcribing and cleaning data. Moreover, in the future, if Chat GPT 

allows audio file uploads, perhaps Chat GPT will outperform Microsoft’s current free AI-assisted 

transcription service and make the qualitative data collection process even more efficient. 
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In addition to technical limitations, there are also considerable ethical concerns. For 

decades, qualitative research has been viewed and practiced as an intensely human-centered 

method, with human beings manually performing the work of the interviewer, including 

transcribing audio files and cleaning text transcriptions (Kvale, 2007). Data in this study suggests 

that machines—including AI tools and large language models such as Chat GPT—may be able to 

do the work that humans have done at nearly the same level but much more efficiently. As a result, 

a broader discussion in all fields utilizing qualitative research methods should begin with 

considering how artificial intelligence can be integrated into human-centric work, if it belongs at 

all. Some scholars in certain fields may consider machine-treated texts inauthentic or inappropriate 

for qualitative work, while others may welcome the monotony and tedium that Chat GPT 

eliminates when performing audio transcription and text cleaning tasks.  

Ultimately, this study demonstrates that Chat GPT may represent an incredible efficiency 

for qualitative researchers who need to clean interview transcriptions. However, as this study 

suggests, human beings still have a place in qualitative data-cleaning processes, and prior research 

has questioned the morals and ethics of completely replacing human transcription (Hennessy et al., 

2022). As a result, our collective future will continue to be shaped by artificial intelligence, and in 

the realm of research, Chat GPT may shape the work that qualitative researchers do, freeing them 

to do more pressing, more important, more humanistic work than cleaning audio transcriptions. 
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